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Abstract

Living cells are spatially organized by compartments that can nucleate, grow,
and dissolve. Compartmentalization can emerge by phase separation, lead-
ing to the formation of droplets in the cell’s nucleo- or cytoplasm, also
called biomolecular condensates. Such droplets can organize the biochem-
istry of the cell by providing specific chemical environments in space and
time. These compartments provide transient environments, suggesting the
relevance of nonequilibrium physics of droplets as a key to unraveling the
underlying physicochemical principles of biological functions in living cells.
In this review, we highlight coarse-grained approaches that capture the
physics of chemically active emulsions as a model for condensates orches-
trating chemical processes.We also discuss the dynamics of single molecules
in condensates and the material properties of biological condensates and
their relevance for the cell. Finally, we propose wetting, prewetting, and
surface phase transitions as a possibility for intracellular surfaces to control
biological condensates, spatially organize membranes, and exert mechanical
forces.
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Centrosomes:
dense assemblies of
proteins that serve as
organizing centers for
the microtubule
networks in cells

Centrioles:
protein complexes
located at the center of
centrosomes that have
a well-defined
structure and are
duplicated after cell
division

Nucleolus:
an organelle inside the
cell nucleus where
ribosomes are
assembled

Ribosomes: molecular
machines that are
complexes of several
proteins and RNA;
they assemble
proteins, reading the
genetic code of
messenger RNA

1. INTRODUCTION: BIOLOGICAL CONDENSATES AS A PHASE
SEPARATION PHENOMENON

1.1. Membraneless Compartments in Cell Biology

Living cells exhibit a complex architecture (1). The cell’s biochemistry is spatially organized, and
the cell forms and maintains compartments that separate distinct biochemical environments (see
Figure 1 for an illustration). The classic example is membrane bound compartments.Membranes
provide boundaries for many organelles and present barriers for many molecules that do not pass
the membrane in the absence of specific molecular channels, pumps, and transporters. Interest-
ingly, many biochemical compartments are not membrane bound (2, 3). Key examples are the
centrosome, which is a dense material formed around centrioles (4, 5), and the nucleolus, in which
components of ribosomes are assembled (6–8). An important breakthrough was the discovery that
many membraneless compartments can behave as liquid droplets in the cell: They can deform,
fuse, and relax to a spherical shape. This discovery was initially made for P granules (9) and later
also for the nucleolus (6). P granules are assemblies of proteins and RNA that play a role in the
specification of the germ line of the round worm Caenorhabditis elegans (10). In the fertilized egg of
the worm, dozens of P granules of different sizes are homogeneously distributed in the cytoplasm.

During the process of the first cell division, P granules segregate to the posterior side and end
up only in the posterior daughter cell, a precursor to the germ line (11).This P granule segregation
can be understood as a position-dependent phase separation process (9, 12, 13). A concentration
gradient of the protein MEX-5 in the cell forms via a spatially segregated kinase/phosphatase
cycle (14) and induces the dissolution of P granules at the anterior side of the cell and the conden-
sation of RNA-protein-rich droplets, the P granules, at the posterior side (15). The observation of
droplets, particularly droplet dissolution and growth, suggests a phase separation phenomenon
underlying the formation of membraneless compartments. To emphasize the soft matter as-
pects of membraneless compartments in cells, they are also referred to as biological condensates
(16, 17).

Many intracellular condensates are assemblies of proteins and RNA (16, 18). This is the case
for P granules and nucleoli, Cajal bodies, and PML bodies in the nucleus and stress granules and
P bodies in the cytoplasm (16). Often they exhibit the properties that we know from liquids; i.e.,

Membrane bound

Membraneless

Mitochondrion

Golgi
apparatus

Nucleus

Figure 1

Illustration of membrane bound and membraneless organelles in a cell. Cells are spatially organized via
membrane bound and membraneless compartments. Membrane bound compartments such as mitochondria,
the Golgi apparatus, and the cell nucleus are surrounded by a membrane (red boundary). In contrast,
membraneless organelles lack a membrane. They have condensed phases that coexist with their surroundings
and are also called biomolecular condensates. They often share physical properties with phase-separated
droplets. For example, they can fuse, exchanging molecules by diffusion through their interface, and they can
interact with membrane surfaces, leading to wetting, or condensation on filaments and cocondensation.
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Kinase: a biological
catalyst, i.e., enzyme,
that catalyzes the
attachment of a
phosphate group to a
protein

Phosphatase:
a biological catalyst,
i.e., enzyme, that
catalyzes the
detachment of a
phosphate group

they are very dynamic, and their components quickly exchange through the condensate interface.
These properties were revealed by single-molecule studies (19) and fluorescence recovery after
photobleaching of fluorescently labeled molecules (9, 20, 21). Furthermore, condensates are often
spherical. They fuse upon contact and form a larger condensate that relaxes to a spherical shape
(9, 22). These observations provide evidence for the effects of surface tension, which is a generic
property of interfaces separating two coexisting liquid phases. The slowest timescale τ = ηR/γ
of the shape relaxation to a spherical shape of radius R is set by viscosity η and surface tension γ
given R. Viscosity is related to the diffusion coefficient of molecules D ≃ kBT/(6πηa), where a is
a molecular size.

The fact that many condensates are liquid andmolecules can diffuse quickly implies that chem-
ical reactions can occur in the condensate volume, where all reacting species meet. Therefore,
small droplet compartments can serve as microreactors (23), localizing and regulating biochemi-
cal processes (24–26). Droplets are phases that coexist with an outside phase. Phases are separated
by interfaces at which concentrations can change abruptly. Chemically reacting components can
accumulate inside the droplets or during the outside phase, respectively. The different concentra-
tions can facilitate or suppress chemical processes (27–29) and thereby enable certain biological
functions in living cells (26, 30–32).

Phase separation is governed by the laws of thermodynamics, reflecting the competition
between entropy and energy. Equilibrium between phases is governed by equal chemical poten-
tials. At the phase boundaries, concentrations change abruptly, whereas chemical potentials vary
smoothly. Gradients of chemical potential give rise to molecular diffusion from one phase to the
other. The composition jumps across a phase boundary when moving from one phase to the other
can be characterized by partition coefficients. They describe the concentration ratios of the in-
dividual components. A value unequal to one reflects that components are partitioned unequally
between phases. Cells can use this partitioning of reacting molecules to organize biochemistry,
for example, to position specific enzymes in a specific condensate (33) or to localize biochemical
processes such as metabolic pathways (34).

Droplet formation occurs when the concentration of a component exceeds the saturation
concentration above which coexisting phases can be nucleated (35–37). Strikingly, nucleation of
biomolecular condensates in living cells can be described by classical nucleation theory despite
the multicomponent and highly complex intracellular environment (38). The saturation concen-
tration above which nucleated condensates grow depends in general on temperature, pH, salt,
and composition (39–42). Therefore, a regulator component can influence condensate formation
or dissolution in a concentration-dependent manner. If the regulator establishes a concentration
gradient, droplets can be positioned, as they may grow in one region and dissolve in another (12,
13). Such droplet positioning was shown, for example, for P granule droplets segregating to the
posterior part of the cell (9).

Chemical processes in cells are maintained away from thermodynamic equilibrium due to the
continuous influx or efflux of energy and mass associated with a production of entropy (43, 44). As
a consequence, condensates in cells that organize chemical processes represent a nonequilibrium
system. Such chemically active droplets can exhibit unconventional behaviors, such as suppressed
Ostwald ripening (45–47) and instabilities that can lead to spontaneous droplet division (48, 49)
or the formation of liquid spherical shells (50). Also, such chemically active droplets produce en-
tropy and can release heat (51), revealing the rich physical properties of such chemically active
emulsions (37, 52).

The examples discussed suggest that multicomponent mixtures away from thermodynamic
equilibrium give rise to a rich collective behavior of molecules. Such collective behaviors can
be used by cells to generate mesoscopic structures that organize biochemistry in space as an
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Chromatin:
a polymeric material
where DNA in the cell
nucleus is packed
together with proteins

Transcription
factors: proteins that
regulate the expression
of a gene

alternative to the pairwise binding of molecules (53), or the formation of molecular complexes
of specific structures, such as the nuclear pore complex or ribosomes.

Assemblies of molecules that emerge as a phase separation phenomenon could play a vital
role in the cell nucleus in chromatin organization (54–56) and regulation of gene expression (31,
57–59). For example, during the transcription of a gene, a messenger RNA molecule is gener-
ated. RNA binding proteins and the produced RNA could phase-separate from the background
chromatin. Transcription factors and other associated proteins could condense on DNA and form
condensates that recruit proteins that regulate gene expression. Finally, there is evidence that the
distinction between dense heterochromatin andmore open euchromatin could emerge from phase
separation that involves histones guided by epigenetic modifications (60).

These examples reveal that the physics of phase separation can play an essential role in a cell
by providing a mechanism for complex spatial organization. However, the scenarios in a cell are
much more complex than simple liquid-like droplets, as many components are involved, nonequi-
librium conditions are the norm, and molecular components are complex macromolecules or long
polymers that add an extra level of complexity. Therefore, many new phenomena are expected to
be discovered in the study of the collective organization of membraneless compartments.

A key question is how condensates in cells can stay small, even though phase-separated droplets
tend to coarsen and grow in size. Small sizes could be achieved by nonequilibrium conditions such
as turnover (40, 46, 51, 61) or via the emergence of microphase separation as can be found in
complex polymer and protein systems (62, 63). Fluctuations govern small-scale structures. It is an
exciting question to understand down to what sizes the physical picture of droplets remains a valu-
able concept for small condensates. This question is particularly important for droplet formation
inside organelles such as the nucleus.

An important element for the organization of small condensates in cells is the condensation
on surfaces such as membranes (64–67) or polymers such as DNA (68–70). If molecules bind to
a surface, they can act as precursors to phase separation at concentrations below the saturation
concentration at which droplets can form in bulk (65). For example, thin adsorbed layers can form
at low concentrations, and suddenly, a transition to a thick condensate can occur for increasing
concentrations while remaining below bulk phase separation. Such prewetting phenomena are
mesoscopic analogs of bulk phase separation controlled by surfaces. We expect cells to use the
rich range of possible behaviors arising when many molecules interact. In the following sections,
we discuss aspects of the physics of liquid phase separation relevant to cells.

1.2. Molecular Interactions and Phase Coexistence

Molecular interactions amongmolecules govern phase separation and the formation of condensed
droplets. In thermodynamics, such interactions are described by a free energy. For a system in
which temperature T, system volume V, and the number of molecules N are fixed, this is the
Helmholtz free energy F = Vf, where f denotes the corresponding free energy density. For a
simple binary mixture, the Helmholtz free energy density within the mean field approximation
reads as (71–73)

f (T ,ϕ) = kBT
ν0(T )

[
ϕ

ξ (T )
logϕ + (1 − ϕ) log (1 − ϕ) + ω(T )ϕ + χ (T )

kBT
ϕ (1 − ϕ)

]
, 1.

where ϕ = νN/V denotes the volume fraction of solute molecules in a solvent with volume frac-
tion (1 − ϕ). Furthermore, the molecular volume of solvent and solute is denoted by ν0(T ) and
ν(T ) = ξ (T )ν0(T ), which in general can be temperature dependent. Internal degrees of freedom
are captured by the relative internal free energy ω(T ) between the solute molecule and solvent.
Interactions between both types of molecules are described by the interaction parameter χ (T ).
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The relative internal free energy ω(T ) and the interaction parameter χ (T ) can be decomposed
into an enthalpic, temperature-independent, and an entropic contribution that scales with temper-
ature (40, 74, 75).The free energy (Equation 1) can be obtained by amean-field approximation (37,
76), leading to interaction terms up to the second order in ϕ. The random phase approxima-
tions allow us to go beyond the mean field (74, 76) and even account for sequence properties
(77, 78).

Once the solute molecules described by the volume fraction ϕ are nondilute, i.e., the system
is crowded, the system may phase-separate, leading to coexisting phases at thermodynamic equi-
librium. To understand which molecular interactions, characterized by the parameter χ (T ), can
cause phase separation, we calculate the binodal for the binary mixture. The binodal corresponds
to the concentration beyond which phases can coexist; it is often referred to as saturation concen-
tration. In a binary incompressible mixture, two phases can coexist. This follows from a general
argument: AnM-component, incompressible mixture with P phases has (M− 1)P unknown phase
concentrations. There areM(P − 1) phase equilibrium conditions, giving (M − P) remaining de-
grees of freedom; this counting is often referred to the Gibbs phase rule. The maximal number
of coexisting phases occurs for zero degrees of freedom. Thus, an incompressibleM-component
mixture can have maximally M coexisting phases. Indicating the two coexisting phases as I and
II, with ϕI > ϕII, the binodal concentration is governed by the conditions for phase equilibrium:
equal temperatures T I = T II, equal osmotic pressures5I =5II, and equal exchange chemical po-
tentials µ̄I

i = µ̄II
i . Here, the osmotic pressure5 = f − ϕµ̄/ν and the exchange chemical potential

µ̄ = ν∂ f /∂ϕ are related to the free energy density f and, thus, to the molecular interactions and
the molecular volume of solute ν and solvent ν0.

For the simple free energy density given by Equation 1, the equilibrium concentrations ϕI and
ϕII are given for the case of equal molecular volumes of solute and solvent (ξ = 1) by χ (ϕ) =
kBT ln (ϕ/(1 − ϕ))/(2ϕ − 1) with a critical point at ϕI = ϕII = ϕc = 1/2. The relation χ (ϕ) for the
equilibrium concentrations suggests that the saturation concentration ϕII decreases as the inter-
action parameter χ increases following an exponential, ϕII ∼ exp(−χ/(kBT )) for large χ . In other
words, enhancing the interaction parameter by 2kBT leads to a roughly tenfold decrease in the
saturation concentration. This strong dependence is consistent with the large range of saturation
concentrations frommicromoles to millimoles observed for in vitro (79) and in vivo (73, 80) phase
separating systems with interactions ranging from weak (few kBT ) to stronger interactions such
as hydrogen bonds (about 10kBT ). For proteins in an aqueous environment, solute molecular vol-
umes are much larger than the solvent (ξ k 1). For increasing ξ , the binodal gets skewed toward
smaller volume fractions. A necessary condition for phase separation is that interaction parame-
ter χ is above the critical interaction parameter χ c = (kBT/2)(ξ−1/2 + 1)2 (41). It depends on ξ ,
implying that for the case of large macromolecules in water, χ c ≃ kBT/2. At the critical point, the
volume fractions of coexisting phases become equal ϕI = ϕII = ϕc with ϕc = 1/(1 + ξ 1/2), which
moves to smaller values for increasing ξ .

The chemical potential describes the slope of the free energy density as a function of ϕ. There-
fore, the conditions of equal chemical potentials and equal osmotic pressures for the solutions of
the phase equilibrium correspond graphically to a Maxwell construction. In this construction, the
partially nonconvex free energy gets replaced by a convex hull to the free energy density f, where
the zero-curvature contours of the hull are the domains in which two phases can coexist.

Whereas a thermodynamic phase diagram is strictly only valid for (infinitely) large systems, the
Maxwell construction is altered for finite systems. The reason is that finite phases can now have
curved interfaces, and the energetic contributions of the interface to the free energy proportional
to surface tension can be significant. For spherical droplets of radius R, the combined effects of
curvature 1/R and surface tension γ are governed by the Laplace pressure, p= 2γ /R. The surface
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tension can be approximately expressed in terms of molecular parameters (37), γ ≃ kBTχ1/2(χ −
2)3/2/(2ν2/3). This surface contribution to the free energy increases the equilibrium concentration
in both phases, which is described by the Gibbs–Thomson relationship ϕI/II(R) = ϕI/II

0 (1 + ℓ/R).
Here, ϕI/II

0 denotes the equilibrium volume fraction for infinitely large phases, and ℓ denotes
the capillary length. The concentration increase relative to infinite systems scales with ℓ/R. For
large χ , the capillary length scales as ℓ ∼ χ1/2(χ − 2)3/2ν1/3 (37). This relationship suggests that
the capillary length is of the order of a molecule diameter, ν1/3, and is thus typically smaller
than the mesoscopic droplet size. Even though the effect of curvature on the equilibrium con-
centrations is very small, these differences give rise to the relaxation of a deformed droplet to its
spherical shape. Furthermore, such differences drive coarsening of the droplet size distribution re-
ferred to as Ostwald ripening during which bigger drops grow at the expense of smaller shrinking
drops that eventually disappear. Thus, in cells, curvature effects are relevant because many mem-
braneless organelles are almost spherical (2, 3), and there is evidence for coarsening processes in
cells (81).

1.3. Phase Separation in the Cell Governed by Nonequilibrium
Thermodynamics

In the previous section, we provided the thermodynamic definition of phases at equilibrium. We
also introduced coexisting phases and droplets as a mechanism to organize different molecular
components in living cells. Here, we ask whether intracellular droplets are phases in equilibrium
with the cytoplasmic environment. Strictly speaking, the answer is no, becausemetabolic processes
maintain chemical reactions and, thus, also phase separation in cells is out of equilibrium. For ex-
ample, cells hydrolyze on average approximately a million ATP or GTPmolecules per second in a
volume of 1 (µm)3 to maintain chemical processes out of equilibrium (82). Examples are the phos-
phorylation of proteins and the transport of cellular cargo dragged by molecular machines along
filaments. Each hydrolysis event releases about 10kBT of heat. Though the resulting temperature
gradient toward the cell’s membrane is negligible, a large number of exothermal chemical events
lead to local fluctuations in temperature that can cause deviation to thermodynamic equilibrium
on a short timescale and length scale (83). A single hydrolysis event can cause a temperature up-
shift of a few Kelvin on the nanometer scale; however, this temperature increase fades away on
tens and hundreds of nanometers due to the fast heat transport in aqueous media like the cell.
On these length scales, the effects of nonequilibrium metabolic reactions are negligible; thus, lo-
cal thermodynamic equilibria establish (see Figure 2 for an illustration). On even larger scales,
presumably micrometers and above, nonequilibrium effects can emerge that are characterized by
diffusive and chemical fluxes and spatial gradients in concentrations.The fact that local thermody-
namic equilibria can hold was shown for P granules in the C. elegans embryo (73). In these studies,
the compositions inside and outside of P granule droplets were measured for different ambient
temperatures. The result was the first phase diagram for biomolecular condensates in a living
cell.

The applicability of local phase separation equilibria in living cells would have several im-
plications. First, accurately measuring local concentrations inside and outside of intracellular
condensates yields, except for the presumably weak effects of Laplace pressure, the equilibrium
concentrations and the phase diagram. This diagram quantifies how strong molecules inter-
act in living cells. Second, the relevance of thermodynamics for phase separation in living cells
suggests applying thermodynamic perturbations to characterize how cells control droplet for-
mation through concentration gradients and membrane surfaces. An interesting application is
laser-induced temperature gradients that perturb protein concentration gradients in dividing
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Time

A

1 nm 10 nm 100 nm

B

Tem
perature

a   Local equilibrium in nonequilibrium cell b   Short-time temperature pulse

Chemical
reaction 10–10 s 10–8 s 10–6 s

Figure 2

Local equilibria in living cells. (a) The cell is out of equilibrium. Signatures of its nonequilibrium nature are, for example, concentration
gradients and the coexistence of many droplets. Nonequilibrium conditions emerge, for example, due to chemical reactions driven by
the hydrolysis of ATP or GTP. (b) Each hydrolysis event gives rise to a heat pulse (red star), leading to a temperature pulse. The
resulting temperature profile with an initial temperature increase on the order of Kelvins after a picosecond on the scale of a molecule
(nanometer) spreads and decays quickly. Thus, on length scales around 100 nanometers, local equilibrium is established on timescales
above about a microsecond.

cells (84). Finally, the intracellular phase separation dynamics can be well described by theo-
retical approaches relying on local equilibrium, such as Onsager’s irreversible thermodynamic
theory (85). Here, we review how coarse-grained approaches relying on irreversible thermody-
namics can be used to decipher new physical phenomena in phase-separated systems that are
maintained away from thermodynamic equilibrium by chemical reactions.

2. CHEMICALLY ACTIVE EMULSIONS

Emulsions are phase-separated liquid mixtures that are spatially inhomogeneous with droplets
immersed in a background phase. Often such emulsions are dynamic, and the size distributions
of droplets and their numbers change with time. A key example is Ostwald ripening, which
leads to a steady increase in average droplet size while small droplets shrink and dissolve. Emul-
sions can be either passive when a phase separating system coarsens to reach equilibrium (86, 87)
or active when energy is injected at small scales that maintain the system out of equilibrium and
microscopic reversibility is broken (88–91).

Here, we review the nonequilibrium thermodynamic principles (43, 92) governing emulsions
in which phase separation occurs in the presence of chemical reactions and local equilibrium
holds. Such systems are passive when reactions tend toward chemical equilibrium, but can be
active, if chemical equilibrium is prevented by boundary conditions or coupling to reservoirs and
chemostats.

2.1. Thermodynamics of Liquid Mixtures with Chemical Reactions

We consider a system of (M+ 1) components with concentrations ni =Ni/V, where i= 0, . . . ,M,
and Ni denote the molecule numbers of species i in the volume V. We develop our theory based
on local thermodynamic equilibrium using the Gibbs free energy G(Ni, T, p) as thermodynamic
potential, where the particle number Ni, the temperature T, and the pressure p are fixed. The vol-
ume V= �G/�p can be expressed asV = ∑M

i=0 νiNi, where ν i = �V/�Ni = �µi/�p are molecular
volumes that are constant and independent of pressure in incompressible systems. The chemical
potentials are defined as µi = �G/�Ni. The entropy is S= −�G/�T. For a homogeneous system,
the G is extensive, implying G = ∑M

i=0 µiNi and S = ∑M
i=0 siNi, with si = −�µi/�T being the en-

tropy per molecule. The Helmholtz free energy reads as F = G − pV = E − TS, where E is the
internal energy. We also define the enthalpy,H = E + pV = G + TS.
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In incompressible systems, chemical potentials can be written as

µi = kBT ln(niγi ) + µ0
i + νi p, 2.

where µ0
i are reference chemical potentials, and the functions γi(nk,T ) are often called activity co-

efficients.The exchange chemical potentials are defined relative to the solvent, µ̄k = µk − µ0νk/ν0,
k = 1, . . . ,M.

Each component occupies a fraction ϕi = niν i of the volume V with
∑M

i=0 ϕi = 1.Without loss
of generality, we specify ϕ0 to denote the solvent volume fraction. We write chemical reactions
α = 1. . . R in the form

M∑
i=0

σ+
iαCi ⇌

M∑
i=0

σ−
iαCi, 3.

whereCi is the chemical symbol of species i, and σ±
iα are stoichiometric matrices, and we also define

σiα = σ+
iα − σ−

iα . The Gibbs free energy change per single event of reaction α is 1Gα = G−
α −G+

α ,
which is the difference in the Gibbs free energy of products G−

α and of the educts G+
α , where

G±
α =

M∑
i=0

σ±
iαµi. 4.

2.2. Phase Equilibrium and Chemical Equilibrium

Two phases I and II with different composition nIi and n
II
i coexist at phase equilibrium when all

chemical potentials and temperatures are equal,µI
i = µII

i and T I = T II, p I = p II. Although chem-
ical potentials vary gently at phase boundaries, the concentrations change abruptly when moving
between phases. The partitioning of molecules of species i in two coexisting phases is described by
the partition coefficient Pi = nIi/n

II
i , which specifies the concentration ratio in the two phases sepa-

rated by an interface that is at local equilibrium.The partition coefficient can be expressed in terms
of the activity coefficients in the two phases Pi = γ II

i /γ
I
i .When a spherical droplet of phase II with

radius R coexists in an environment of phase I,mechanical equilibrium requires a Laplace pressure
difference p II = p I + 2γ /R, where γ denotes surface tension. The exchange of molecules between
phases is equilibrated when all exchange chemical potentials are equal, µ̄I

k = µ̄II
k , even if the pres-

sures p I and p II differ. In this case, partitioning of molecules between droplet and environment is
described by the partition coefficient

Pi = γ II
i

γ I
i
exp

(
νi(pII − pI )

kBT

)
. 5.

Chemical equilibrium is reached when the reaction Gibbs free energies vanish, 1Gα = 0. This
condition can be written by introducing an equilibrium coefficient of reaction α defined as
Kα = ∏M

i=0(ni )
σiα , where ni are the equilibrium concentrations of the reactions. In dilute solutions,

Kα become equilibrium constants of reactions. Because both phase and thermodynamic equilibria
are governed by the same chemical potentials, there is a relationship between reaction coefficients
in the two phases and the partition coefficients (28, 93):

K I
α

K II
α

=
M∏
i=0

(Pi )σiα. 6.

This relation shows that chemical reaction equilibria differ inside and outside a droplet phase,
and this needs to be taken into account when using mass action kinetics in phase separating
systems (28).
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2.3. Dynamic Equations for Chemically Active Emulsions

In this section, we consider spatially inhomogeneous and incompressible systems and introduce
the Gibbs free energy density,

G =
∫
V
d3x g(ni,∇ni,T , p) with g(ni,∇ni,T , p) = f (ni,∇ni,T ) + p. 7.

Here, f= f0(ni,T )+ (1/2)
∑

ijκ ij�ni · �nj denotes theHelmholtz free energy density with f0(ni,T )
being the homogeneous free energy density. The matrix κ ij characterizes the costs due to concen-
tration gradients. The chemical potentials are now defined as µi = δG/δni.We define the entropy
density s = −�f/�T and determine the energy density as e = f + sT. The enthalpy density is then
given as h = g + Ts = e + p. Furthermore, we introduce the entropy per molecule si = −�µi/�T
and the enthalpy per molecule hi = µi + Tsi. Finally, we also define exchange chemical potentials
µ̄i = µi − νiµ0/ν0 describing the Gibbs free energy change when molecules are exchanged with
solvent of the same volume.

We write the balance equation of concentrations as

∂tni + ∇ · ji = ri, 8.

where ji are the diffusion fluxes of molecules with
∑M

i=0 νi ji = 0, and

ri = −
R∑
α=1

σiαrα 9.

is the source rate per volume of molecules of species i from chemical reactions, where rα de-
notes the net rate per volume of reaction α. Dynamic equations can be obtained using irreversible
thermodynamics built from the expression of the rate of entropy production per volume θ̇
with

T θ̇ = −
M∑
i=1

ji · ∇µ̄i −
R∑
α=1

rα1Gα − js · ∇T, 10.

where js is the entropy flux. The three terms on the right represent products of pairs of conjugate
thermodynamic forces and fluxes. To linear order in the forces, fluxes and forces are related by
Onsager relations:

ji =−
M∑
j=1

3i j∇µ̄ j − 0i∇T, 11.

js =−
M∑
i=1

0i∇µ̄i −3∇T, 12.

where the coefficients3ij =3ji describe diffusion,0i accounts for the coupling between heat flow
and particle flux, and 3 is related to heat conduction. The matrix of diffusion coefficients can
be obtained as D̂i j = ∑M

i=k3ik∂µ̄k/∂n j , whereas thermophoresis is described by the coefficient
ζi = ∑

j 3i j∂µ̄ j/∂T + 0i. Chemical reaction rates can be written as

rα = kα
(
exp

[
G+
α

kBT

]
− exp

[
G−
α

kBT

])
, 13.

where the kinetic rate per volume kα can depend on composition, temperature, and pressure.Note
that Equation 13 obeys linear Onsager relations for small 1Gα = G−

α −G+
α . It can be motivated

in the nonlinear regime from the detailed balance condition,

r+
α

r−
α

= exp
(

−1Gα

kBT

)
, 14.
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relating forward and backward reaction rates r±
α with rα = r+

α − r−
α and from which Equation 13

follows. For passive systems, the dynamic equations lead to relaxation to thermodynamic equi-
librium. The system can be maintained away from equilibrium by coupling to reservoirs. One
scenario entails fixed concentration boundary conditions, where molecules exchange with reser-
voirs and reservoir concentrations remain fixed.Another scenario is coupling to chemostats,where
chemical potentials of some species are imposed that can drive chemical reactions. Both situa-
tions lead to the physics of active emulsions in which unconventional behaviors emerge, such
as suppressed Ostwald ripening (46, 47), or droplet instabilities, such as spontaneous division
(48, 49, 51).

2.4. Entropy and Energy Balance

When studying active emulsions, conservation laws and the first and second laws of thermodynam-
ics provide an important conceptual framework to address how energy and matter flow through
the system (51). The first law of thermodynamics describes the conservation of energy and the
exchange of heat and work of a system with its environment. The conservation law can be written
in terms of the energy density e, as

∂te+ ∇ · je = 0, 15.

where the energy flux je = jh + jq is the sum of an enthalpy flux jh and the heat flux jq. The
energy density e = f + Ts = g + Ts − p can also be expressed via the enthalpy per molecule as
e = ∑M

i=0 nihi − p. The enthalpy flux is given by jh = ∑M
i=0 hiji. We have ∂te = ∑M

i=0 hi∂ni + c∂tT ,
where c=T�s/�T is the specific heat per volume. FromEquation 15,we then obtain the evolution
equation for temperature,

c∂tT + ∇ · jq = −
M∑
i=0

ji · ∇hi −
R∑
α=1

rα1hα , 16.

where 1hα = − ∑M
i=0 σiαhi is the reaction enthalpy. The right-hand side of Equation 16 is the

heat production rate per volume. The heat flux contributes to entropy flux, which reads as js =∑M
i=0 siji + jq/T . We can finally write the entropy balance,

∂t s + ∇ · js = θ̇, 17.

with the rate of entropy production per volume given by Equation 10. The second law of
thermodynamics requires θ̇ ≥ 0.

2.5. Thin Interface Model and Kinetics of Active Emulsions

When droplets have been nucleated, the dynamics of the emulsion can be simplified when the
emergent dynamics at long length scales and timescales is considered (Figure 3a). If droplets are
large compared to the interface width, a sharp interface limit can be employed. In the presence of
chemical reactions that are maintained away from equilibrium, there are in general concentration
gradients inside and outside of the droplets with position-dependent reaction fluxes (Figure 3b,c).
However, when droplets are small compared to the reaction-diffusing length scales, the droplet
interior can be considered to be homogeneous. In the following, we discuss this case using a thin
interface model. To this end, we consider β = 1, . . . ,N droplets with radii Rβ located at positions
xβ . The volume fraction fields ϕk(x) = νknk(x) can be considered as continuous with sources and
sinks at the droplet positions. We introduce reference volume fractions ϕ̄i(t ) that are in general
time dependent and write ϕi(x, t ) = ϕ̄i(t ) + ψi(x, t ) for i = 1, . . . , M. To linear order in ψ i, the
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Figure 3

Chemically active emulsion. (a) An active emulsion is a phase-separated mixture that is composed of droplets that coexist with a
surrounding phase of different composition. In both phases, chemical reactions occur that are driven away from equilibrium. (b) This
driving can give rise to concentration gradients in each phase, which are created by diffusive fluxes and (c) reaction fluxes that can vary
in space (red lines in panels b and c). Such fluxes only vanish at thermodynamic equilibrium, leading to homogeneous concentrations in
each phase (black lines in panels b and c).

dynamic equations read

∂tψi =
M∑
j=1

(∇ ·Di j∇ψ j + Ai jψ j ) −
N∑
β=1

siβ δ(x − xβ ) − dϕ̄i
dt

+ Bi. 18.

For simplicity, we consider here the case in which the solvent does not undergo chemical reac-
tions. Here, Di j = νiD̂i j/ν j is the diffusion matrix, Aij = −ν i

∑
ασ iα�rα/�ϕj denotes the reaction

rate matrix and Bi = −ν i
∑

ασ iαrα , where D̂i j , rα , and its derivative are evaluated at the refer-
ence composition ϕ̄i. For a growing droplet, siβ is the volume fraction rate entering droplet β via
component i. It is related to diffusion currents as

siβ = 2
3
R3
β

M∑
j=1

∇ ·Di j∇ϕ j|x=xβ . 19.

We choose the reference volume fractions as the equilibrium concentrations of macroscopic
phase equilibrium ϕ̄i = ϕII

i,0 and ϕ̄
I
i = ϕI

0,i. These equilibrium concentrations lie on the (M − 1)-
dimensional binodal manifold that describes two-phase coexistence across a flat interface in the
M-dimensional phase diagram. The dimensionality (M − 1) of the binodal manifold results from
theGibbs phase rule: The coexisting volume fractions ϕI,II

i are 2M variables, and phase coexistence
provides (M+ 1) conditions on these variables (M conditions µ̄I

k = µ̄II
k and the condition of equal

pressure p I = p II).
The volume growth rate associated with component i= 1, . . . ,M obeys the balance equation,

d
dt

[
4
3
πR3

β (ϕ̄
I
i + ψ I

i )
]

= siβ + 4
3
πR3

β

 M∑
j=1

AI
i jψ

I
j + BI

i

, 20.

where AI
i j = −νi

∑
α σiα∂rα/∂ϕ j and BI

i = −νi
∑

α σiαrα inside droplet β, where ϕI
i = ϕ̄I

i + ψ I
i .

Boundary conditions on the droplet surface fix ψi(xβ , t ) = ϕII
i,0ℓ

II
i /Rβ and ψ I

i = ϕI
i,0ℓ

I
i/Rβ , where

ℓ
I,II
i are capillary lengths.
Note that the droplet growth rate Ṙβ is the same for all components i.Therefore,when the rates

siβ are given, theM balance (Equation 20) determines the growth rate Ṙβ together with the tie-line
of phase coexistence at the droplet interface on the (M − 1)-dimensional binodal manifold (28).
This fixes the coexisting volume fractions inside and outside the droplet ϕI

i and ϕ
II
i that serve as
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Figure 4

Overview of phenomena in emulsions with concentration gradients. (a) Concentration gradients in emulsions can be actively created by
chemical reactions or boundary conditions and give rise to a variety of phenomena (13, 96). Droplets grow and shrink depending
on position. There is a boundary that separates spatial domains of supersaturation and undersaturation (b), and thereby domains
where droplets grow or shrink and eventually dissolve. This boundary propagates toward domains of higher supersaturation.
Furthermore, droplets can drift and elongate in concentration gradients. Growing droplets in the supersaturated domains are supplied
by dissolving droplets from the undersaturated regimes, leading to a transient arrest of ripening because droplets become of similar size.

reference. These equations are complemented by dynamic equations for the droplet positions,

ẋβ =
M∑
i

αi∇ϕi|x=xβ , 21.

where the phenomenological coefficients αi describe droplet motion by diffusiophoresis. Diffu-
siophoresis can result from surface interactions of diffusing molecules such that the coefficients αi
depend on molecular details (94). For droplets in emulsions, this transport coefficient can also re-
sult from differential growth at the interface. The drift in Equation 21 results from contributions
from all M components in the mixture. It therefore also describes effects of prescribed regula-
tor gradients leading to a position-dependent supersaturation as studied in References 13, 37,
and 95.

In a concentration gradient, a variety of phenomena can occur (13, 37, 95). Droplets can grow
or shrink and eventually dissolve depending on position. In supersaturated domains droplets
grow, whereas they shrink in undersaturated domains. The boundary between both domains
moves toward domains with more supersaturation. Furthermore, droplet growth and shrinkage
can also occur at opposite sides of a droplet, leading to net motion without volume growth.
A droplet in concentration gradient can also elongate, and ripening can arrest transiently (see
Figure 4a,b).

The framework outlined above provides a coarse-grained simplified description of active emul-
sions for situations in which droplets are small compared to the reaction-diffusion length scales in
the bulk. It can, for example, be applied to P granule dynamics in concentration gradients in the
presence of chemical reactions.

3. PROTEIN CONDENSATES AS SOFT LIQUID MATERIALS

3.1. Single-Molecule and Collective Dynamics

For the study of biochemical processes in phase-separated droplets or in condensates in cells,
understanding the dynamics of individual molecules moving in and out, typically in a diffusive
process, is key. Such molecular motion can be observed in single-molecule experiments in which
individual molecules are labeled and tracked and the statistics of molecular trajectories is re-
ported (19–21). This raises the question of what is the dynamic equation that governs stochastic
single-molecule motion, given the dynamics of concentration fields of a phase separating system.
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One approach is to introduce the labeled molecules as a separate species at low concentration but
with the same physical and chemical properties as the unlabeled one (21, 97).

To illustrate the idea, we consider an incompressible binary system with a solute concentration
n of molecular volume ν with volume fraction ϕ = nν and a solvent of volume fraction ϕs = νsns
with ϕs = 1 − ϕ. We introduce labeled (1) and unlabeled (2) components with ϕ = ϕ1 + ϕ2. A
simple model is given by the Flory–Huggins free energy F = ∫

dV ( f + κν−1
s (∇ϕ)2/2) with

f (ϕ1,ϕ2 ) = kBT
[
ϕ1

ν
lnϕ1 + ϕ2

ν
lnϕ2 + 1 − ϕ

νs
ln(1 − ϕ) + χ

νs
(1 − ϕ)ϕ

]
. 22.

The exchange chemical potentials µ̄i = νδF/δϕi then read as

µ̄i = kBT
(
lnϕi − ν

νs
[ln(1 − ϕ) + χ (1 − 2ϕ)]

)
− ν

νs
κ1ϕ. 23.

Each volume fraction satisfies a conservation law, �tϕi + �·Ji = 0, with Ji = νji, and ji is
the diffusive flux. From Equation 11, we write Ji = − ∑

jMi j∇µ̄ j , where Mij = ν i3ij. We use
M12 = M21 = −mϕ1ϕ2 andMii = msϕi(1 − ϕ) + mϕ1ϕ2. Here,m is a mobility describing molec-
ular neighbor exchanges of labeled with unlabeled solute molecules, ms describes exchanges of
solutes with solvent. The probabilities for such exchanges are characterized by the ϕi and ϕ de-
pendence of Mij. With these definitions, the total solute volume fraction flux J = J1 + J2 reads
as

J = −Dcol∇ϕ +ms
ν

νs
ϕ(1 − ϕ)κ∇1ϕ, 24.

where the collective diffusion coefficient of solute in solvent is given by

Dcol = kBTms

[
1 − 2

ν

νs
ϕ(1 − ϕ)χ + ϕ

(
ν

νs
− 1

)]
. 25.

Note that Dcol > 0 if the solution is locally stable but can become negative at the spinodal line.
Using this expression for J, we can then express the currents as

Ji = −D
(

∇ϕi − ϕi
∇ϕ
ϕ

)
+ ϕi

ϕ
J, 26.

where D = kBT(ms(1 − ϕ) + mϕ) is a self or tracer diffusion coefficient for labeled or un-
labeled molecules that is always positive. The flux can also be written as a sum of diffusion
and drift contributions Ji = −D�ϕi + vdϕi, with drift velocity vd = D�lnϕ + J/ϕ. Note that
Equation 26 has a simple form because both types of solute, (1) and (2), have the same physical
properties. Introducing the effective potentialW(x) = −kBT lnϕ(x), we have

vd = −(D/kBT )∇W + v, 27.

with v = J/ϕ. When there are only a few labeled molecules, we can interpret P (x, t ) =
ϕ1(x, t )/

∫
d3xϕ1(x, t ) as the probability to find a molecule at time t at position x. This probability

then satisfies a Fokker–Planck equation,

∂tP =−∇ · JP , 28.

JP =−D∇P − (D/kDT )(∇W )P + vP. 29.

We can also write a Langevin equation for stochastic trajectories X(t) of single molecules,

dX
dt

= − D
kDT

∇W + v + ∇D+
√
2Dη(t ), 30.
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where η(t ) is a Gaussian white noise with ⟨ηi(t)⟩ = 0 and ⟨ηi(t)ηj(t ′)⟩ = δijδ(t − t ′). Because the
diffusion coefficientD is a function of ϕ, the noise is multiplicative and the term �D compensates
a spurious noise-induced drift. Equation 30 expresses trajectories in Ito interpretation.When the
overall density profile ϕ is in equilibrium, it can exhibit an interface between coexisting phases. In
an infinite system with interface perpendicular to the x axis positioned at x = 0, the equilibrium
profile varies from ϕI (dense phase) to ϕII as

ϕ(x) ≃ ϕII
(
1 + P − 1

2
[1 − tanh(x/w)]

)
, 31.

where P= ϕI/ϕII is the partition coefficient and w ≃ (kBT/κ)1/2 is the interface width. In this case,
J= 0, v= 0 and the probability reaches a Boltzmann distributionPeq = exp(−W/kBT ).Molecules
feel an effective potential with a steep jump over 1W = W II − W I = kBT lnP.

When in a homogeneous phase, a concentration gradient �ϕ is imposed; this generates a flux
J ≃ −Dcol�ϕ and a drift velocity of single molecules vd ≃ (D − Dcol)�ϕ/ϕ, where we have
neglected the contribution ∼κ�1ϕ. We can also write this as

vd ≃
(
1 − D

Dcol

)
J
ϕ
. 32.

Interestingly, for Dcol < D the single-molecule drift is in the opposite direction as that of the net
diffusive flux J (Figure 5). Using the definitions of D and Dcol, we have

vd ≃ ν/νs −m/ms − 2χ (ν/νs )(1 − ϕ)
1 + ϕ[(ν/νs − 1) − 2χ (ν/νs )(1 − ϕ)]

J. 33.

Note that in the absence of interactions, single-molecule trajectories do not exhibit drift even in
the presence of a concentration gradient that leads to a diffusion flux. This corresponds to the
case ν = νs, m = ms, and χ = 0 in Equation 33. Diffusion fluxes arise as an ensemble effect, but
single-molecule trajectories do not exhibit net transport, vd = 0.However, in crowded systems that
may also phase-separate molecular interactions and collective effects are important. This leads to
a net drift of individual diffusing molecules in the presence of concentration gradients within
a phase. This collective behavior is therefore fundamentally different from simple diffusion of
noninteracting molecules.

Flux No drift (vd = 0) Drift

a b

Flux

Figure 5

Sketch of molecular diffusion and drift in a concentration gradient. (a) Stochastic trajectories of individual
molecules that are independent and noninteracting are unbiased and have no net drift vd, even in the
presence of a concentration gradient that leads to a net diffusion flux. (b) If molecules interact, stochastic
trajectories of individual molecules can exhibit a nonvanishing drift, vd, if a concentration gradient is
imposed. This drift can be parallel or antiparallel to the collective diffusive flux (see Equation 33). The drift
of individual molecules in a gradient stems from interactions among molecules that are also relevant for
phase separation. Note that if the drift of the stochastic trajectories is antiparallel with respect to the net
diffusive flux, the drift of individual molecules is uphill with respect to the concentration gradient.
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Single-molecule trajectories in biological condensates can be observed experimentally.
Recently, stochastic trajectories of RNA polymerase entering and leaving viral replication com-
partments have been observed (19).The authors found that the step size distributions of molecules
moving into a condensate or leaving the condensate were the same. This is consistent with a pas-
sive diffusive process across an interface separating two coexisting phases.Note that the authors of
Reference 19 interpreted their results differently, claiming that these statistics suggest a different
physical process. However, our analysis (97) shows that the data in Reference 19 provide evidence
for passive motion of RNA polymerase into a phase-separated compartment.

3.2. Rheology of Protein Condensates

Protein condensates often have liquid-like properties. They take a spherical shape, they undergo
fusion (9, 22), and their component molecules exhibit rapid diffusion (9, 20, 21).However, proteins
and RNA are complex polymeric macromolecules. Such molecules form a complex soft material
when condensing in a phase.Therefore, biological condensates can have rich and variable material
properties. Liquid-like condensates are often highly dynamic and enable rapid exchange of molec-
ular components via diffusion and mass action chemical kinetics. Because of the polymeric nature
of the components, transient entanglements or cross-links can lead to viscoelastic response to me-
chanical stimulation (75). Because of the small volumes of condensate droplets,microrheology can
be employed to study the rheology of these systems. A key example is the use of optical tweezers to
act on small beads attached to a mesoscopic droplet (98, 99). This active microrheology technique
permitsmeasuring the surface tension of droplets but also the frequency-dependent complexmod-
ulusG∗(ω) describing the stress in response to a time-periodic strain at angular frequency ω.Here,
the complex modulus is the Fourier transform of the time-dependent modulus G(t)

G∗(ω) =
∫ ∞

0
dt G(t )eiωt , 34.

where G(t) = 0 for t< 0 because of causality. Such experiments reveal a surface tension of protein
droplets on the order of a few micronewtons per meter. In Reference 99, the authors show that
the complex modulus can be well described by a simple Maxwell model with a single relaxation
time τ as G∗(ω) = iωτE/(1 + iωτ ), where E is the short-time elastic modulus and η = τE is
the long-time viscosity. Such active microrheology directly measures the mechanical response.
Alternatively, passive microrheology can be employed in which the spontaneous stochastic
movements of an immersed bead are quantified. Because of the fluctuation–dissipation relation,
the time-dependent mean square displacement ⟨1r2⟩(t) = ⟨(r(t) − r(0))2⟩ can be related to the
complex modulus obtained by active microrheology:

G̃(s) = dkBT
3πas⟨1r2⟩(s) , 35.

where G̃(s) = G∗(ω = is) is the Laplace transform of the time-dependent modulus, and ⟨1r 2⟩(s)
denotes the Laplace transform of ⟨1r2⟩(t).

An interesting phenomenon that is often observed in droplets of purified proteins is that the
dynamics of droplets slows after preparation and that material properties depend on age (100).
This ageing phenomenon has been studied quantitatively, suggesting that such ageing condensates
have glassy material properties (99). Interestingly, the ageing could be characterized simply by an
age-dependent relaxation time τ (tw), and the glassy rheology of the condensates could be well
captured by the age-dependent complex modulus

G∗(ω, tw ) = iωτ (tw )E
(1 + iωτ (tw ))

, 36.
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whereas the elastic modulus E remained essentially unchanged. Here, tw denotes the waiting time
after preparation of the sample before a microrheology measurement was performed.

The liquid-like nature of biological condensates is important to spatially organize chemical
processes. Glassy material properties slow down chemical rates and could be used by a cell to
create a dormant state to protect molecules (101, 102). The fact that protein droplets in vitro
often exhibit glassy dynamics and ageing raises the question of how cells control the material
properties of biomolecular condensates. Some degenerative diseases are in fact associated with the
formation of stable aggregates of proteins that can form droplets in vitro and organize condensates
in vivo (103). To understand how cells maintain the liquid state of many condensates and how this
fails in some diseases remains a challenging question for the future.

4. PROTEIN CONDENSATES AT SURFACES

Phase-separated liquid droplets in the bulk are known to interact with surfaces (104–108).
Droplets can partially wet a surface and establish at the triple line a contact angle between the
droplet and surface. This angle is set by the interaction among all three phases touching at the
triple line: the dense droplet phase, the dilute outside phase and the surface. The corresponding
relationship is referred to as Young-Dupré law, γs,α = γs,β + γα,β cos(θ ), where γαβ are the respec-
tive interaction-specific surface tensions among surface (s), dilute (α), and dense (β) phase. For
increasing adhesive interactions with the surface, the wetting angle decreases toward zero. Upon
passing the threshold γβ = γs,β + γα,β , a wetting transition occurs in which a partially wet droplet
transitions to a completely wetted layer. There can also be a phase transition below the saturation
concentration above which coexisting phases such as droplets can form in the bulk; it is referred to
as the prewetting phase transition (104, 106). It was an experimental challenge to confirm Cahn’s
prediction of prewetting phase transitions (104) because the first-order prewetting transition line
is close to the saturation concentration in experimental polymeric systems (109, 110).

The observation in living cells that droplet-like biomolecular condensates can wet mem-
brane bound organelles such as the nucleus (9, 111), intracellular filaments (112), and the cell
membrane (64) suggests that the physics of wetting plays a crucial role for the intracellular or-
ganization in living cells. Reference 113 critiques equilibrium explanations of lipid organization
and argues that the membrane of the living cell is an active composite. However, in living cells,
phase separating proteins can also specifically bind to receptor molecules embedded in the mem-
brane surface (67) or sequence motifs along biopolymers (68). The ability of binding naturally
enhances the possibility of surface phase transitions (65); i.e., when molecules are bound to a sur-
face they can utilize phase separation in the two-dimensional surface or along a one-dimensional
filament. The interplay of surface phase transitions and wetting suggests a rich number of phases
when drops can get in contact with biological surfaces (see Figure 6 for an overview). Recent
experiments using lipid bilayers show evidence for rich behavior due to this interplay (114–
116). In living cells, droplet wetting was shown to, for example, mediate cleaning of cellular
waste (117).

4.1. Wetting, Prewetting, and Surface Phase Separation on Membranes

To illustrate the role of surface binding on wetting transitions, we consider a minimal model at
thermodynamic equilibrium (65) in which solute molecules can bind to specific sites on a two-
dimensional, flat membrane at z = 0. This system is homogeneous parallel to the membrane, i.e.,
effectively one-dimensional with a bulk volume fraction ϕ(z) changing along the z-direction with
z � [0, ∞). During binding and unbinding events, molecules transition between the solute state
and the surface bound state according to ϕ ⇌ ϕm. The interaction between the different states can
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Receptor

Surface binding

Condensate
wetting 

Cocondensation

a b c

Binding protein

Surface
condensation

Condensation on �lament

Figure 6

Phase transitions at biological surfaces. (a) Biomolecules can bind to surfaces such as membranes often by attaching to specific
receptors. (b) Binding can facilitate wetting of bulk condensates and can also lead to surface-related phase transitions below the bulk
saturation concentration such as prewetting and surface phase separation. (c) Below bulk saturation, condensation can also occur on a
filament or polymer. Alternatively, a polymer can form a condensed phase together with a phase separating protein. This
cocondensation can also give rise to capillary forces acting on the polymer.

be described by a free energy that contains contributions from the bulk fb(ϕ) and the membrane
fm(ϕm) and coupling free energy between them, J(ϕ|0, ϕm):

fs[ϕ,ϕm] =
∫ ∞

0
dz

[
fb(ϕ) − fb(ϕ∞ ) + 1

2
κ|∂zϕ|2

]
+ fm(ϕm ) + J(ϕ|0,ϕm ), 37.

where ϕ∞ = ϕ(z → ∞) with the corresponding external chemical potential µ∞ = d fb/dϕ|ϕ=ϕ∞ .
The thermodynamic order parameter for the wetting phase transitions is excess surface
concentration

cs =
∫ ∞

0
dz

[
1
νb

(ϕ(z) − ϕ∞ )
]
. 38.

The surface free energy fs(cs, ϕm) is obtained when evaluating fs for the profile ϕ(z) that minimizes
Equation 37 for fixed cs and ϕm, and with ϕ∞ given far away from the membrane. The surface free
energy fs(cs, ϕm) depends on the membrane area fraction ϕm and the excess surface concentration
cs and has units of an energy per area. The chemical potentials in bulk and membrane can now
be expressed as µ = �fs/�cs and µm = νm�fs/�ϕm. The Gibbs surface free energy γs(µ, µm) cor-
responds to the surface thermodynamic potential in the ensemble where the chemical potentials
are fixed and can be obtained via a Legendre transformation,

γs(µ,µm ) = fs(cs,ϕm ) − µcs − µs
ϕs

νs
. 39.

The conjugate variables to each of the chemical potentials µ and µm are the excess surface con-
centration cs = −�γs/�µ and the area fraction ϕm = −νm�γs/�µm. Both variables serve as order
parameters for wetting, prewetting, and surface phase transitions. In particular, cs characterizes the
bulk layer adjacent to the surface, whereas ϕm describes the state of the membrane.

The transition lines separating different thermodynamic states at the surface can be obtained
via a graphical Maxwell construction. The Gibbs surface free energy functional can be expressed
as (for details, see Reference 65):

γ (ϕ,ϕ∞ ) =
∫ ϕ

ϕ∞
dϕ′

[
±

√
2κW (ϕ′ ) + ∂Jm

∂ϕ′

]
+ Jm (ϕ∞ ), 40.

where Jm(ϕ) = Ĵ(ϕ, ϕ̂m ), and Ĵ(ϕ,ϕm ) = J(ϕ,ϕm ) + fm(ϕm ) − ν−1
m µ∞ϕm with ϕ̂m satisfying

∂ Ĵ/∂ϕm = 0. The integral term in Equation 40 corresponds to the area between ±√
2κW (ϕ) and

−�Jm/�ϕ and can be illustrated graphically (see Reference 65 for an illustration).
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Now we can define the Gibbs surface potential as γs = γ (ϕ|0, ϕ∞). Local extrema of the Gibbs
surface potential correspond to the intersection points between±√

2κW (ϕ) and−�Jm/�ϕ.There
can be two local minima, γα = γs(ϕ|0,α ,ϕ∞) and γβ = γs(ϕ|0,β ,ϕ∞), and the intermediate local max-
imum is denoted by γu = γs(ϕ|0,u,ϕ∞). The differences between these extremal values of the Gibbs
surface potential can be expressed as the areas between ±√

2κW (ϕ) and −�Jm/�ϕ. Specifically,
γα = −S0 + Jm(ϕ∞), γu = −S0 + S1 + Jm(ϕ∞), and γβ = −S0 + S1 − S2 + Jm(ϕ∞). Thus, we find
that the surface free energies at the minima are related by γα = γβ + S1 − S2.

At the prewetting and wetting transition lines, the Gibbs surface free energies of both states α
and β are equal,γα = γβ ,which implies that S1 = S2 at the transition line.This defines the graphical
construction and determines the value of the control parameter, e.g., ϕ̄, at which the transition
occurs. The minimized surface free energies exhibit a kink at both the wetting and prewetting
transitions (characterized by cs) and the surface phase transition (characterized by ϕm). However,
due to the coupling between bulk and membrane, both order parameters, area fraction ϕm and the
excess surface concentration cs, in general change discontinuously at each of the transitions.

If the average volume fraction of the system ϕ̄ is within the domain of phase coexistence, i.e.,
ϕα < ϕ̄ < ϕβ for a certain range of interaction parameters, the homogeneous mixture is unstable
and phase-separates into a dilute and a dense phase, with respective equilibrium values ϕα and
ϕβ . Based on the definition of the Gibbs surface free energy density γs = γ (ϕ|0, ϕ∞) (Equation
40), we identify the surface tensions between the membrane and the dilute phase γs,α , between the
membrane and the dense phase γs,β , and between the dilute and dense phases γα,β , as follows:

γs,α = γ (ϕ|0,α ,ϕα ), γs,β = γ (ϕ|0,β ,ϕβ ), γα,β =
∫ ϕβ

ϕα

dϕ
√
2κW . 41.

These surface tensions determine the contact angle via Young–Dupré law, γs,α = γs,β + γα,β cos(θ ),
which defines the contact angle. The wetting transition is characterized by equal Gibbs surface
free energy of the partially wetted state γα = γs,α and the completely wetted state γβ = γs,β + γα,β ,
corresponding to zero contact angle, θ = 0.

If the average volume fraction of the system ϕ̄ is outside the domain of phase coexistence,
e.g., ϕ̄ < ϕα or ϕ̄ > ϕβ , there can still be two surface states corresponding to two local minima of
the Gibbs surface free energy. When these free energies are equal (γα = γβ ), a phase transition
occurs. Due to the coupling between bulk and membrane, the corresponding phase transition in
general shares the characteristics of a prewetting transition with a discontinuous behavior in the
excess surface concentration cs and a surface phase transition with discontinuous behavior of the
membrane area fraction ϕm.

Despite the minimal nature of the considered model, the ability of membrane binding can lead
to a variety of thermodynamic surface states at undersaturated conditions with unexpectedly rich
surface phase diagrams (see Figure 6 and Reference 65 for an overview). Such states are char-
acterized by the order parameters cs and ϕm. There are even cases in which phase transitions at
and adjacent to surfaces occur at conditions such that the bulk cannot phase-separate for any con-
centration. More generally, a layer of bound molecules on the membrane effectively modifies the
properties of the surface, which can, for example, lead to a shift of the prewetting line to low con-
centrations, thereby deviating from the saturation concentration by an order of magnitude. This
finding suggests that the physics of prewetting phase transition with molecular binding provides
a versatile and robust mechanism to control the position of wetted droplets.

4.2. Condensation and Cocondensation on Biopolymers

Wetting of condensates occurs on not only flat surfaces such as membranes but also the surface of
filaments or biopolymers. The first example of such phenomena was observed for the microtubule
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associated protein Tau, which binds to microtubules (118). Tau also forms droplets in vitro that
interact with microtubules. It was shown that Tau condensates in vitro deform in the presence
of microtubules. Wetting on microtubules leads to bundling by capillary effects that appear to
correspond to complete wetting. Another microtubule-associated protein, TPX2, forms droplets
that also wet microtubules. The wetting layer on the microtubule surface breaks up into separate
droplets due to a Rayleigh–Plateau instability as an example of wetting on a cylinder surface (119,
120). Condensates formed by microtubule-associated proteins can have important implications
for microtubule organization in the cell and for disease (119, 121, 122).

Another situation in which protein that can form condensates binds to polymers is the case
of transcription factors binding to DNA to regulate gene expression. The pioneer transcription
factor Klf4 can form droplets in buffer solution at concentrations above 1µM. This saturation is
higher than concentrations in the cell nucleus. However, in the presence of DNA that is stretched
by an external force,Klf4 forms small assemblies at much lower concentrations (68).These assem-
blies can be interpreted as a result of a prewetting transition on a heterogeneous polymer surface.
At very low protein concentrations, small numbers of largely individual molecules bind preferen-
tially to certain sequences. As the protein concentration is increased, suddenly larger assemblies
containing hundreds to about a thousand molecules form. This transition to condensate forma-
tion is similar to a prewetting transition on a planar surface. However, because of the sequence
dependence of protein binding, this prewetting only occurs in regions along DNA where patterns
of a sequence-binding motif that facilitate Klf4 binding occur. The transition to form Klf4-rich
condensates on DNA by prewetting is a collective behavior that emerges from many molecules
along a longer stretch of DNA and is therefore fundamentally different from sequence-specific
binding of single molecules to DNA.

Transcription factors can also form protein–DNA cocondensates. In this case,DNA is not fully
stretched and the condensate that forms contains both DNA and proteins (69, 70). A simple model
for the cocondensation of double-stranded DNA with protein is based on the droplet free energy
of the condensate together with the free energy of stretching of the DNA that remains outside the
condensate. Denoting L as the distance between the endpoints of the DNA and Lc as the DNA
contour length, the free energy of a cocondensate containing contour length Ld can be written as

F (L,Ld )=−1 f αLd + γ 4π
(
3α
4π

)2/3

L2/3
d

+ kBT
ℓ

(
(Lc − Ld )2

4(Lc − Ld − L)
− L

4
+ L2

2(Lc − Ld )
− Lc − Ld

4

)
. 42.

Here, α describes the packing density in the condensate with volume Vd = αLd, and1f is the free
energy gain per volume of cocondensation relative to stretched DNA and dissolved proteins in
solution. Furthermore, γ denotes surface tension and the persistence length of DNA is denoted
by ℓ. The first term in Equation 42 is the condensation free energy, the second term is the droplet
surface free energy, and the last term describes the free energy of stretching of the noncondensed
DNA.

Because of the mesoscopic size of condensates, fluctuations are relevant. The distribution of
contour length Ld for fixed L is therefore given by

P(Ld|L) = 1
Z(L)

exp
(

−F (L,Ld )
kBT

)
, 43.

where Z(L) is a partition function that normalizes the distribution. For fixed extension L, the
average force generated by condensation is then given by

f = kBT
d logZ(L)

dL
. 44.
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This system exhibits a sharp transition between a state of stretched DNA and a condensate for
L below a critical distance. In the absence of fluctuations, this transition corresponds to a first-
order transition. Strikingly, there is a force dependence of condensate formation giving rise to the
generation of capillary forces in DNA by condensates. It has been suggested that such capillary
forces could play a key role in DNA remodeling as they are of similar size to forces generated by
active molecules, for example, during DNA loop extrusion (123, 124).

5. OUTLOOK

Biological condensates with properties of phase-separated droplets in living cells are ubiquitous
across almost all cells (16, 30). They provide distinct physicochemical environments to tame and
control chemical reactions in living cells. As a result, cells can provide certain biological functions
such as enhanced robustness against stress (26) or fluctuations (31). The formation of biological
condensates as phase-separated droplets in a cell can be captured by nonequilibrium thermo-
dynamics. The applicability of such concepts (73, 83) to reveal principles underlying important
cellular processes is appealing. Revealing cellular principles is feasible because concentration pro-
files can be experimentally observed and theoretically determined, and fluxes of heat and matter
can be calculated and finally compared with experiments. However, the complexity of living cells
poses many challenges for quantitative approaches to biomolecular condensates that aim at a
physical understanding of the spatial organization of biochemistry in living cells.

A fundamental challenge is related to the large number of differentmolecular components.Liv-
ing cells contain thousands of different components such as proteins, lipids, RNA, and DNA (1,
82). This multicomponent nature of cells requires concepts to identify the relevant microscopic
variables that affect the formation and function of biomolecular condensates on mesoscopic
scales. Another approach is to use models with a large number of components. Recent work on
the theory of multicomponent polymeric liquids used random interaction matrices and random
matrix theory (126–128) or Monte Carlo simulations (129) to determine phase coexistence in
multicomponent mixtures. Such approaches considered the special case of equally concentrated
components. However, concentrations in living cells span over seven orders of magnitude, from
1 nM to 10 mM. In fact, a recent theoretical study showed that such random interactions typically
do not lead to a precise number of phases, whereas evolutionarily optimized interactions do (130).
It remains elusive howmany phases can coexist in living cells given the large variety of interactions
and concentration of the components (131).

A further challenge is related to the intrinsic complexity of molecules, often arising from
the sequences of building blocks such as nucleotides or amino acids. It would be valuable to
develop theoretical concepts for condensate formation that can account for the impact of the
distribution of polymer length (e.g., RNA or DNA) and its sequence on phase separation. Such
approaches would ideally describe the effects of detailed or coarse-grained sequence properties
such as sequence patterns and could be compared with coarse-grained polymer models such as
those involving stickers and spacers (132–135). Recent approaches made use of the random phase
approximation to heteropolymers with specific sequences (77, 78). However, such approaches are
not yet able to provide quantitative agreement with in vitro and in vivo phase diagrams. Such
works nevertheless represent important steps toward a theory of sequence-dependent polymer
phase separation. Their methods could also be very useful when incorporating sequence depen-
dence of chemical processes and could help to bridge between the relevant microscopic degrees
of freedom and the biochemical functions that arise on mesoscopic scales.

Another challenge is related to the fact that biomolecular condensates in vitro and in vivo
can be heterogeneous. Various experimental studies reported cluster-like heterogeneities inside
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condensates as well as outside (100, 136). Already below the saturation concentration, protein as-
semblies with sizes in the nanometer range could be observed (137) but also solid fibril structures
can emerge (138). Notably this is the case for proteins such as FUS, which is involved in neurode-
generative diseases (103). Only a few theoretical studies address assembly formation at nondilute,
i.e., crowded, conditions, where assemblies can form in a phase separating system. For example,
the assembly size distributions at equilibrium are generally different in two coexisting phases and
in particular the dense phase can transition to a gel (132, 139–141). Only recently, such theories
were applied to the specifics of protein interactions, and extensions of this theoretical frame-
work were used to address nonequilibrium effects (142). Comparing theoretical predictions of
such works with the experimental characterization of size distributions of molecular assemblies us-
ing, for example, Förster resonance energy transfer (FRET) (143) could allow for deciphering the
molecular interactions involved in the interplay between phase separation and molecular assem-
bly. Such insights could then be used to address the pathways for how biomolecular condensates
can regulate aberrant assemblies like amyloids (96, 144, 145).

Another exciting question concerns the transport through the interfaces that separate coex-
isting phases. Gradients in chemical potentials give rise to diffusive fluxes within the phases as
well as across the interface. In many cases, the interface has a thickness on the order of molecu-
lar scales. Due to this small length scale, diffusion across the interface is often fast compared to
other timescales. However, this may not be the case once the interface involves chemical reactions
or energy barriers for molecule diffusion. The latter could arise, for example, when surfactants
accumulate at the interface or when interfaces are charged, which was reported for biomolecular
condensates (146). These effects can reduce the interface mobilities, which is an effect sometimes
called interfacial friction (147, 148), giving rise to additional timescales. If these timescales are
rate limiting, i.e., if they exceed other timescales in the system, such as the ones for diffusion or
chemical reactions, droplet kinetics could be significantly altered. It has been proposed that indi-
vidual molecules could effectively bounce back at the interface if they are capable of self-collapse
into a nonsticking conformation (149). On larger scales, a reduced interface mobility could affect
ripening exponents for the growth of the average radius (150). Such ways to regulate the dynamics
of phase-separated systems by altering the transport properties of the interface suggest that cells
may use condensate-specific surfactants or the regulation of condensate surface charge to con-
trol molecular transport and exchange with the condensate environment. A recent study in cells
provides evidence that condensate growth is regulated by changing the interface permeability by
small protein clusters (151) or RNA (152), a situation similar to Pickering emulsions. A selective
permeability of molecules is reminiscent of membrane channels (153, 154). In other words, mem-
braneless organelles could regulate transport at the phase boundaries similar to those found for
membrane bound organelles.

In summary, addressing the complexity of biological condensates in cells using nonequilibrium
physics has just begun. Many open questions remain that present exciting challenges for future
work.
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